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he information of existing image segmentation algorithm is too little to achieve the desired results. Kinect depth camera 

can get the RGB image and depth image of the surrounding scene in real time, which brings a new research method for 

image segmentation and recognition. This paper proposed an integrating image segmentation method for RGB image and 

depth image based on Kinect. Integrating color and depth information, dynamic adaptive weighting method simpler and more 

effective compared to other methods, which provides an accurate criterion and robustness for the subsequent region merging. 

 

Introduction 
 

The information of existing image segmentation algorithm is too little to achieve the desired results. Kinect depth camera 

can get the RGB image and depth image of the surrounding scene in real time, which brings a new research method for 

image segmentation and recognition. This paper proposed an integrating image segmentation method for RGB image and 

depth image based on Kinect. Integrating color and depth information, dynamic adaptive weighting method simpler and 

more effective compared to other methods, which provides an accurate criterion and robustness for the subsequent region 

merging. Image segmentation has always been an extensive subject in computer vision field [1－3], which has been widely 

used in object recognition, scene understanding, robot navigation, etc.. The image segmentation is bridge and link for low-

level and advanced level visual, and the result of image segmentation depends on the pretreatment of low-level visual effect 

and determines the quality of the final output of various applications in advanced vision. Therefore, image segmentation is 

the most critical stage of most visual systems [4-6]. Researchers pointed out that the object is defined not only by the 

consistency of color, texture and other low-level features, but also by the physical connectivity which, in the three-

dimensional space, presents the continuity of the depth in the scene [3]. In recent years, with the launched equipment such 

as Mesa Imaging SR 4K and Microsoft Kinect imaging, depth, as an additional feature, can improve the accuracy of image 

segmentation, such as when the target and background color are similar, or low contrast edges exists in the image, the depth 

information can distinguish between various objects and background. Visibly, the integration of depth and color information 

is an important way to solve the problem of image segmentation. The existing image segmentation algorithms are divided 

into three categories: one is based on the segmentation of regional color information; the second is based on the 

segmentation of the edge information; another is based on threshold segmentation. However, due to the less information, the 

desired results cannot be achieved. Classical regional segmentation algorithms include K mean clustering method [7], 

region growing method, watershed algorithm, etc. Regional segmentation method can obtain a closed region, which can also 

achieve very good results without a priori knowledge, but it often is complex and time-consuming. The segmentation of 

edge information mainly focuses on the improvement of the differential operator. The reference [8] proposed a two order 

Taylor expansion based on the differential operator to calculate the gradient of the image in a certain direction, which has 

more accurate edge location and better continuity; the reference [9] proposed an edge detection algorithm based on fuzzy 

theory which has a strong ability to describe the uncertainty of the image. Even when the edge is not clear, good 

segmentation results also can be obtained by establishing appropriate membership functions. The edge detection is sensitive 

to noise, so the edge segmentation algorithm on the one hand is to improve the anti-noise performance of the algorithm, and 

on the other hand is to form a good edge algorithm because of less continuity in the edge detection algorithm. In the 
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threshold segmentation, the most important is to determine the threshold, that is, how to quickly and accurately obtain the 

best threshold. The reference [10] introduces genetic algorithm whose feature can decide quickly to obtain the optimal 

threshold, and the time is greatly reduced compared with the conventional Otsu method; The reference [11] proposed an 

improved method based on particle swarm optimization to find the optimal threshold for the largest class of variance, which 

solves the problem that the multi threshold value is too large; The reference [12] focuses on remote sensing image 

segmentation threshold selection and fast noise processing algorithm, which carry out anti-noise processing into a 

neighborhood spatial and gray similarity measure factor, with maximum variance as SFLA fitness function, through the 

local search and global information exchange SFLA to quickly determine the optimal global threshold image segmentation 

the. It can be seen that the direction of the research of threshold algorithm is concentrated in the fast searching for the most 

threshold value. 

Kinect depth camera can get the RGB image and depth image of the surrounding scene in real time, which brings a new 

research method for image segmentation and recognition. This paper proposed integrating image segmentation method for 

RGB image and depth image based on Kinect, by using segmentation framework of Maximal-Similarity Based Region 

Merging (MSRM) in reference [13], which makes the results more subjective and improves the accuracy of segmentation, 

based on the introduction of the depth information. Integrating color and depth information, dynamic adaptive weighting 

method simpler and more effective compared to other methods, which provides an accurate criterion and robustness for the 

subsequent region merging. Setting the initial target and the background seed region by using the 3D scene depth information, 

process of automatically selecting the seed zone replaces the process of artificial interactive marking, which is more robust 

than the method based on depth discontinuity edge. 

 

Depth Image and Color Image Alignment 
 

 
 

Calibration of Kinect 
 

 
 

Internal Parameters of Depth Camera 
 

The transformation relation between the depth camera coordinate and the depth image coordinate is similar to color ones. 

The distortion model of color camera is the forward model (the world coordinate to the image coordinate), and conveniently, 

the distortion model of the depth camera is the inverse model (the image coordinates to the world coordinates). The geometric 

distortion model of the depth camera can be described by the relationship between parallax dk and depth zk: 
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c d c

=
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                                                                                   (1) 

Where, c1 and c0 are calibration parameters in the depth camera. If the parallax measurements value d is calibrated into (1) 

directly, the depth information produces a fixed deviation in observation process which can be corrected by adding a drift zδ , 

effectively reducing the re-projection deviation [15], i.e. 

zkk=zk + zδ (u, v)                                                                                 (2) 

In this paper, we try to directly modify the original disparity d to improve the calibration accuracy. A distortion model is 

constructed, which can offset the deviation caused by the increase of the apparent difference with an attenuation of the spatial 

offset. 

dk=d+ Dδ （u, v）exp( 0 1
dα α− )                                                                    (3) 

Where, d is the parallax value obtained from the Kinect without correction, Dδ , used to eliminate the influence of distortion, 

presents the spatial distortion related with each pixel, and dk is the disparity value after correction. 

Formula (1) (3) can be used to calculate the variation from parallax to depth, and the inverse of these equations can be used 

to calculate the difference of the re-projection, according to the equation (1): 
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Formula (3) has an exponential relationship, whose inverse is much more complex than that of the formula (1). Therefore, 

based on the formula of Taylor, formula (3) can be simplified as: 

dk=d+ Dδ (u, v) exp( 0 1
dα α− ) ≈ d+ Dδ (u, v) exp(1+ 0 1

dα α− )                                      (5) 

so, 
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d δ δα
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− −

=
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                                                                                  (6) 

Therefore, the depth camera model can be described as Ld= { }0 1, , , , , ,d od df p k c c Dδ α , in which the first 3 parameters 

represent the focal length, radial distortion and tangential distortion of the lens, later 4 parameters are used to describe the 

changing relationship from parallax to depth. 

Color camera calibration method has been very mature, which can initialize the camera parameters in Zhang [16]. Simply as 

follows: 

1) Extraction of corner points on the color image of the calibration board taken by color camera; 

2) Calculation of the single stress matrix by using the known corner position in the world coordinate system {Wi}; 

3) The camera parameters are constrained by a single stress matrix and are solved by using the linear equation, where the 

initial value of distortion coefficient is set to 0. 

The same method can initialize the distortion parameters of the depth camera. However, due to the depth of the image in the 

corner of the board is not visible, 4 points are selected manually on the calibration board, and the single stress matrix is 

calculated between {Vi} and {D} in Zhang [16]. The deviation of these 4 points is very large, which is only suitable for 

obtaining the initial estimate (including the focal length, the principal point coordinates and the translation vector 
Vi

ID), and can 

be used to estimate the depth of each point. Based on the estimated depth values and the measured disparity values, the 

equation (1) establishes a linear system with an initial value for the depth parameter (c0 and c1). 

 

Solving Relative Pose 
 

To depth camera, the coordinate system {Wi} and the coordinate system {Vi} is not aligned. In order to get the camera pose 

relative to the coordinate system of {Wi}, the coplanar relationship can be used for coordinates {Vi} and {Wi}, extraction of 

plane equation in each frame (n
T
x－δ=0 can define the plane, where n is the unit normal, and δ is the distance from the origin) 

is taken as a constant. Dividing the rotation matrix by column, R= [r1, r2, r3], and n = [0, 0, 1] T and δ = 0, then the plane 

parameters of the camera coordinate system are 

n=r3 and δ= 
3

Tr t                                                                                    (7) 

The plane vector of color camera can be connected with the matrix Mc=[nc1,nc2,nc3,...,ncn] and bc[ 1c
δ ,

2c
δ ,…, 

cn
δ ], the same, 

the plane vector of depth camera can be connected with Md and bd. Then relationship from the color camera to the depth ones is 

c
' T

D d c
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                                                                                   (8) 
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                                                                 (9) 

Finally, rotation matrix 
c
RD=UV

T
 is the result from the SVD decomposition. 

 

Nonlinear Optimization 
 

The objective of nonlinear optimization is to minimize the weighted sum of the squared deviation of all the parameters. By 

calculating the distance from the camera along the ray to the calibration plane, with the estimated original disparity d^ in the 

formula (4) (6) and the reciprocal of the variance to be weighted, the final function is: 
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Where, 2

c
δ

 
is the variance of the measurement deviation for the color camera and 2

d
δ is the variance of the measurement 

deviation for the depth camera. The equation (4) is a nonlinear equation with a very great number of parameters. 

Therefore, the formula (10) is modified by equation (5) corrected disparity values dk instead of the original measure parallax 

value d, by using the equation (4) obtained after correction of disparity estimate instead of the original parallax value, 

eventually separated parallax distortion parameters and other parameters, i.e. 
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Aligning 
 

P is a point in Kinect original depth image, whose coordinates (ud, vd), the corresponding depth value is zraw, the real depth 

value zd related to P can be calculated in the formula (12): 
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                                                                               (12) 
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                                                                       (13) 

The point P (ud, vd) in the depth image coordinate system is converted to the world coordinate system in formula (13), Pd (xd, 

yd, zd). 

Where, fxd and fyd are the focal length relatively for the x and y in depth camera, cxd, cyd are principal point offset. 

Using the formula (14), P (xd, yd, zd) in the world coordinate system is converted to Pc (xc, yc, zc) in the color camera 

coordinate system by using the external parameters, including the rotation matrix R and the T. 

Pc = RPd + T                                                                                (14) 

Formula (15) converts Pc in color camera coordinates to Q (uc, vc), Q in color image is the corresponding point of P (ud, vd) 

in the depth of the image. 
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                                                                        (15) 

 

Region Merging Based on Maximum Similarity Figure 1 Shows This Algorithm 
 

The first, Kinect calibration is aligned RGB image and depth image; secondly, depth image is optimized and de-noised; at 

last, the initial set on RGB image is obtained by final mean-shift algorithm. Calculating the similarity of color and depth of 

adjacent areas, total similarity can be a dynamically weighted, according to automatically selecting the seed region of target 

and background, which, finally, can be segmented by using MSRM [13]. 
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Fig. 1. Algorithm flow chart in this paper. 

 

Regional Representation and Similarity Measurement 
 

Lab is a color system with device independent and based on physiological characteristics. It is suitable for image 

segmentation by using a digital method to describe the human visual perception. The L component of Lab is used to represent 

the pixel brightness range [0, 100], which stands for range from the black to pure white; a [127, -128] stands for range from red 

to green; b [127, -128] stands for range from yellow to blue. This paper converts the RGB image to Lab space, with the Lab 

color histogram as descriptors [18-19], and uses Bhattacharyya coefficient [13] to define the color similarity Sc between two 

regions Q and R: 

4096
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Where, HCR and HCQ are the normalized color histogram of regional R and Q respectively, and the superscript u represents 

the u element of the histogram. 

In this paper, a method for calculating the regional depth similarity is proposed. Define the depth D
i
 of a regional i: 

D
i
 = 

1

n
(x1+x2+…+xn)                                                                     (17) 

Where, n is the number of pixels in the region i, {x1, x2, …, xn} represents the set of the depth value of all pixels in the 

region. Sd is defined as the depth similarity of R and Q: 
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Where, RN is the number of the initial over segmented regions, { }
1,2, ,
max i

i RN
D

= ⋯

 is the maximum depth value of the region, and 

{ }
1,2, ,
min i

i RN
D

= ⋯

 is the minimum depth value of the region except for 0. Because of occlusion, shadow and other reasons, part of 

the pixel depth information is uncertain, which is replaced by value 0 as black. At this time depth information is not reliable, 

this paper only consider the color similarity. In a region i, if the depth of a part of the pixel is 0, the depth of a part of the pixel 

value is not 0, then calculate the average depth of the region only consider the non-0 values of those image points. In equation 

(3), Sd ϵ [－1, 0] the bigger R and Q area depth difference is, the smaller their depth of similarity is. total regional similarity S 

is obtained by dynamic weighting method: 

S(R,Q) = Sc(R,Q)+WSd(R,Q)                                                                   (19) 

Where, W, a weight factor, reflects contribution to the total similarity from the color similarity Sc and depth similarity Sd, 

when the adjacent color similarity is larger, the more the influence of depth information differences should be considered in 
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order to distinguish between similar color target and background region, that is, with the increase of the color similarity, the 

weight of the depth similarity increase too. According to the above principles and the negatives of depth similarity, the 

dynamic weight value is calculated as follows: 

( )
0.1 exp c

A
W

S B

C

=
− − +  

 

                                                                   (20) 

This is a Sigmoid curve, A, B and C respectively, represents its maximum value, offset and steep degree. This paper gives A 

= 1, B = 0.2 and C = 0.5. According to Sc ϵ[0, 1], figure 2 only draws a portion of the Sigmoid curve. 

 

Fig. 2. The curve of the weight factor w with the change of the color similarity Sc. 

 

Seed Zone Selection 
 

Before the regional merging, the target and the background area should be selected as the seed point. In many references, the 

method of manual interaction is directly labeled in the region, and method in the paper can automatically select the seed field 

according to the depth information of the image. Firstly, the results of over segmentation in RGB images are mapped to the 

depth image, and then the average depth of each region is calculated by the formula (2), and the D = {D
i
}i = 1, 2, …, ＲN is 

obtained. In general, the target and background in different depth, the over segmentation regions were clustered into two 

groups by using the K-means algorithm, namely the target class and background class. Then randomly select a part of the 

region as a seed point. The experimental results show that the more seed points, the better segmentation results, but when the 

number of the seed region is more than 2.7% of the total area, segmentation accuracy tends to be stable. 

In order to ensure the rapidity of recognition, the Euclidean distance is preferred because the geometric meaning is clear and 

the algorithm is simple. 
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K-means clustering algorithm uses the deviation sum of squares and criterion function to evaluate the clustering 

performance. 
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Region Merging Image Segmentation Based on Maximum Similarity 
 

MSRM, from reference [13], in essence, is a kind of adaptive region merging algorithm. Iterative algorithm is better in 

convergence and is not necessary to set the similarity threshold in advance. The key steps in MSRM are similarity 

measurement, which has a great impact on the accuracy of the final segmentation. This paper accomplishes the image 
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segmentation by using MSRM which has combined with the improved method to get the regional similarity and the seed 

region. 

 

Algorithm Complexity Analysis 
 

This algorithm is an unsupervised image segmentation, which does not need offline learning, including over segmentation, 

the selection of seed region and region merging. Over segmentation uses mean-shift algorithm, O(n) for the time complexity, n 

for the number of pixels in the image. The seed region selection mainly depends on the K-means++ clustering algorithm, 

O(NKt) is the time complexity, where, N is the number of initial over segmentation region, K is the number of clusters, and t is 

iterations. Generally, K≪N, t≪N．Region merging takes MSRM, the time complexity takes O(N2). Based the above factors, 

the algorithm contains several steps, but the overall algorithm time complexity is not high. 

 

Experiment and Result Analysis 
 

In order to verify the effectiveness of the proposed algorithm, RGB images and depth images have been shot by Kinect, after 

optimizing and denoising image, and the final color image and depth image have been segmented by K-means algorithm. 

 

Fig. 3. Segmentation results. 

According to experiment and analysis, it can be seen that the integrating image segmentation algorithm based on RGB and 

depth image is very accurate for foreground object segmentation and better than directly to the color image segmentation 

results. Because Kinect is a depth camera, application can take the foreground image as the integration image to segment and 

recognise, setting a threshold, the vision image can be segmented and identified using the original classical image 

segmentation algorithm. ■ 
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